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Abstract—This work introduces Check-on-Write: a memory
array error protection approach that enables a trade-off between
a memory array’s fault-coverage and energy. The presented
approach checks for error in a value stored in an array before
it is overwritten rather than, as currently done, when it is read
(check-on-read). This aims at reducing the number and energy
of error code checks. This lazy protection approach can be used
for caches in systems that support failure-atomicity to recover
from corrupted state due to a fault.

The paper proposes and evaluates an adaptive memory
protection scheme that is capable of both check-on-read and
check-on-write and switches between the two protection modes
depending on the energy to be saved and fault coverage require-
ments. Experimental analysis shows that our technique reduces
the average dynamic energy of the L1 instruction cache tag and
data arrays by 18.6% and 17.7% respectively. For the L1 data
cache, this is 17.2% and 2.9%, and the savings are 13.4% for
the L2 tag array. The paper also quantifies the implications of
the proposed scheme on fault-coverage by analyzing the mean-
time-to-failure as a function of the transient failure rate.

I. INTRODUCTION

Technological developments have facilitated the continuous
miniaturization of devices on silicon chips. Unfortunately, the
scaling of other key design parameters has not followed suit
and have elevated power and reliability into prime design
constraints across all computing market segments. The soft-
error rate per bit decreases at a slower rate than device scaling
and consequently the soft error rate per microprocessor has
been increasing [4]. Additionally, fixed power envelopes and
limited supply voltage scaling may necessitate low voltage
operation that exacerbates the probability of parametric and
soft-error failures [19], [4]. Clearly, power and reliability are
increasingly becoming intertwined.

These distressing trends have created an impetus for the
development of cost-effective techniques to address the power
and reliability challenges. This is particularly crucial for pro-
cessor memory arrays, such as caches, that take most of the
real-estate in processors and contain numerous, usually min-
imum sized, vulnerable to faults SRAM cells. Existing tech-
niques used to protect memory arrays in current processors,
such as error-correcting-codes (ECC) [6], and redundancy [11],
can help mitigate the problem but incur considerable area and
energy costs. For instance protecting an array with a 72-64
single-error-correction double-error-detection (SECDED) code
requires 12.5% additional cells. Very importantly, accessing the
code bits and checking for errors increases energy consump-
tion. Table I shows the normalized energy breakdown for a read
hit in three different caches for their respective tag and data
arrays. The energy is divided into three components: reading
the data, reading the code bits and checking for errors using the
ECC logic. Details about the configuration and methodology
used to obtain these results are given in Section VI. The data in
Table I clearly indicate that error protection entails a significant
energy overhead ranging from 11% to 23% depending on the
array.

L1 Dcache L1 Icache L2 Cache
Tag Data Tag Data Tag Data

Data bits 77.1% 88.9% 77.1% 81.9% 77.7% 88%
Code bits 16.9% 11.0% 16.9% 17.9% 17% 11.1%
ECC logic 6% 0.1% 6% 0.2% 5.3% 0.9%

TABLE I. READ HIT ENERGY BREAKDOWN FOR DIFFERENT TYPES OF
ARRAYS

The goal of this paper is to reduce the energy spent for
protecting a memory array from faults with minimal impact
on overall performance and fault-coverage. While such trade-
off may be of little interest for a high-availability processor
unwilling to compromise fault-coverage it may be very desir-
able for power and energy constrained commodity processors.
To this end we introduce Check-on-Write (COW): an error
protection approach that checks a value before it is overwritten.
This is in contrast to the current practice of checking for error
in a value each time is read from an array (check-on-read
or COR). COW saves energy when reading a value by not
discharging the bitlines used for reading the value’s code bits
and by not computing the value’s code and checking for error.
The COW approach can provide energy savings if an array has
more reads than writes so that the energy spent for performing
a read-check on writes is less than the energy consumed for
checking data integrity on reads.

While the energy reductions aimed by COW are significant
(Table I) its applicability to caches appears limited. This is a
consequence of COW’s lazy detection approach that allows
a faulty value to be read and used and, therefore, corrupt
other locations before COW checks the value for error. The
corrupted content remains unrecoverable even if the faulty
value that caused the corruption is detected and corrected by
COW. This is in contrast to a COR scheme that can detect
faults as soon as a value is read and, therefore, prevent the
corruption of other locations.

The paper proposes and analyzes the performance of a
memory protection scheme that aims to provide the same level
of performance and fault-coverage as COR while achieving
most of the energy benefits of COW. This is an adaptive
scheme capable of operating in either COR or COW mode.
It also requires support for failure-atomicity (FAT) and array
scrubbing. The FAT is essential to recover from any state
corruptions caused by COW. FAT is widely used in existing
and proposed platforms and, therefore, there are many opportu-
nities to implement and benefit from the proposed scheme [2],
[1], [7], [16], [5]. Scrubbing is needed to check for errors
in locations read but not written. The experimental analysis
shows the proposed scheme to have a negligible impact on
performance and to provide substantial energy savings in
caches by giving up minimal fault coverage from transient
errors.

II. BACKGROUND

A memory array is typically protected against faults using
data redundancy: include few extra bits per entry that encode
the value stored in each array entry. Some of the most popular978-3-9815370-0-0/DATE13/ c©2013 EDAA



COR Error COW Error FAT COW Error
NER NER, DCE, DME, DUE NER, fDCE,sDCE,

DUE,DME
DCE DCE, DUE, DME, NDE fDCE,sDCE,

DUE,DME,NDE
DUE DUE, DME, NDE DUE,DME,NDE
DME DME, DUE, NDE DME,DUE,NDE
NDE NDE, DUE, DME NDE,DUE,DME

TABLE II. ERROR CLASSIFICATION FROM CACHE SCOPE

coding schemes for memory data are parity and SECDED [6].
When writing an array entry with a value we need to generate
the error code of the value and store it together with the value.
When reading an array entry both the value and the code are
read out and the code of the value is generated and checked
against the code read from the array. This corresponds to the
current approach of array protection where errors are checked
when a value is read. We refer to this approach as Check-on-
Read (COR). We assume henceforth, unless indicated other-
wise, that the code used to protect the values in an array is
an error correction code (ECC) capable of both detection and
correction.

Specifically, on a read access when the two codes are
the same the value is assumed to be fault free otherwise the
codes are different and an error has been detected. Depending
on the code strength and the type of error, the error can be
corrected-detectable-correctable error (DCE) or it can be non-
correctable-detectable-unrecoverable error (DUE). There are
some cases of DCE that actually correspond to miscorrections
or Detected Miscorrectable (DME). These occur when an error
that exceeds the code strength is interpreted as a different
correctable error. In the same vein, due to limited code strength
a value may appear fault-free but in reality includes error. This
case corresponds to a non-detectable error (NDE). If none of
the above occurs then the value is error free or No Error (NER).

The above error classification is done by considering the
behavior at the cache scope. Another useful error classification
considers the implications of errors at the program scope [12].
More specifically, whether the erroneous value does not affect
the program output , it causes a program abnormal failure
or it does not lead to an abnormal termination but affects
program output . In this paper we analyze memory array error
behavior at the scope of the cache. The first column of Table II
summarizes the different categories of errors when using COR
protection.

III. CHECK-ON-WRITE (COW)

In this paper we propose the Check-on-Writes (COW)
approach to reduce the energy overhead required for fault
protection in memory arrays. COW is a memory array error
protection approach that checks for error in a value before it is
overwritten. This is unlike COR that does error checking every
time a value is read. For the rest of the paper we assume that
that when we compare COR and COW they use the same ECC
code to protect values.

COW relies on read-write memory array invariance: each
write to an array location becomes a read-check followed by a
write. We denote the read-check before the write henceforth as
RBW. A RBW is identical to a normal read in COR that reads
the code bits and performs error checking. This invariance
ensures: (i) that COW checks for faults, at least, all values
that COR checks, and (ii) that each value read and checked
by COR one or more times before overwritten it only gets
checked once by COW. The first condition is important for

providing same level of fault-coverage whereas the second can
help reduce the energy if the reads are sufficiently more than
the writes.

We illustrate in Fig. 1 the COW operation assuming an
11-7 SECDED code for an array with 2 entries initially
containing zeros. Each write access is denoted by a Wi[j] with
i representing the write entry and j representing the write value.
Similarly Ri[j] denotes reading from entry i the value j. The
example assumes a single bit-flip occurs in the array entry 1
between a time the location is written and read. The example
shows also when the COR performs the check when the value
is read and the correction it performs. The example shows that
the faulty value checked by COR is checked also by COW but
with a delay. The bit flip in entry 1 is detected and corrected
before the value is overwritten, not when it is read.

COW burns less energy on reads as compared to COR by
not discharging the bitlines that access the code bits and by
not using the ECC logic to compute the code and check for
errors. Thus, no energy is spent in bitlines, sense amps and
the associated multiplexers. However, it burns more energy on
writes than COR since it performs in addition to the write a
normal read that includes the code bits and ECC logic. We
will assume for now that the reads are sufficiently more than
the writes. We will come back to this issue in Section V where
we introduce an adaptive scheme to select between COR and
COW.

COW has the potential to reduce energy, as compared to
COR, but does so at the expense of fault-coverage. This is a
consequence of the lazy approach of COW that checks a value
not when is read but when it is about to be overwritten and
can result in observing different error behavior than COR. For
example, COW can render a fault that is detectable by COR to
non-detectable, or a correctable error by COR to uncorrectable
etc. Fig. 2 illustrates a case where the same word is flipped
two separate times by soft errors at the same bit position and
the strikes happen between two consecutive writes to the word.
A read that occurs between the two faults will detect the first
error when using COR and even correct, assuming at least
single error correction capability. On other hand, COW will
check the value before it is overwritten at which time the error
is undetectable: a DCE by COR became NDE by COW.

The various error observed by COW as a function of
the corresponding COR errors are summarized in the second
column of Table II. When there is no fault between the first
read of value and the time is overwritten the error behavior of
COW is identical to COR. However, if faults occur then the
error behavior can change depending on the number of errors.
For example assuming a Hamming based SECDED code [6],
when there is no error by COR on a read and by the time
the value is overwritten there is: (i) one fault then COW will
observe a DCE, (ii) two faults a DUE, (iii) three faults a DUE
or DME, (iv) four faults a DUE or NDE, etc. Section VII
compares the reliability of COR and COW.

Next we discuss some important COW limitations.

A. Checking Not Overwritten Values

There are several situations that require before execution
proceeds to be sure about the integrity of the cache content
(for example before we finish a program or a context switch).
For such situations COW is proposed to rely on array scrub-
bing [14] to perform RBW for all array locations that their
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Fig. 1. COW Protection Approach
most recent access is a read. If the cost of tracking such
values is an issue or the overhead for checking an entire cache
is low, then one can scrub all values in an array to ensure
that no read value in an array goes unchecked. Besides the
end of the program and context switches, COW can perform
scrubbing at regular intervals to reduce error accumulation.
The overhead of scrubbing depends on its frequency. In the
energy, performance and reliability analysis of the paper we
consider the implications of scrubbing.

B. Read-Check before Write Overheads (RBW)

The RBWs are needed before every write and also when
we perform array scrubbing. These clearly incur an energy
overhead and may also hurt performance as they may delay
a normal access. Our analysis for a single thread processor
shows that RBWs may cause slight degradation due to access
conflicts in L1 D$ but for the other caches, I$ and a lower
level cache, the RBWs have negligible performance impact.

The RBW is performed in certain situations already by
processors so COW does not add in these cases extra overhead.
For example, for data caches protected with error-correction-
code when the access datum is smaller than the ECC granu-
larity [10]. In this case each write is preceded by a read that
can be used as a RBW. Also, writeback caches need to read
a dirty block before inserting a new one, thus the RBW is for
free in these cases. We report on the performance impact of
RBW in the experimental results.

C. Recovery from Corrupted State

The problem of COW’s state corruption is illustrated in
Fig. 1. Lets assumes that the faulty value read from entry
1 is written to entry 0 before entry 1 gets overwritten and
checked. Even when the error in entry 1 is eventually detected
and corrected the corrupted state can not be discarded. This
indicates, in general, that even if COW can detect and correct
all errors (by RBW or scrubbing) it can not recover from the
possible corruption due to the direct or indirect use of faulty
values and, therefore, upon error detection execution should be
aborted. This essentially suggests that COW is mainly useful
for error detection. We discuss subsequently, Section IV, how
platforms that support failure-atomicity can help overcome this
COW limitation.

D. How to deal with Crashes

COW is more vulnerable than COR to user and system
crashes because a faulty value that is detectable and correctable
by COR, with COW can corrupt the state and lead to a
crash before COW gets to check it. We propose to mitigate

0 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1 1 0 1 0 1 1 1 0 1 0 1 1 1

Write Read Write

SDC COW

t0 t1 t2 t4t3

Fig. 2. Error correctable by COR but non-detectable by COW
this by introducing a wrapper for intercepting exceptions
raised by an application. Effectively whenever an exception
is raised this wrapper will need to first to establish whether
the exception is possibly due to COW’s delay detection and if
so to attempt to correct the error, discard corrupted state and
resume execution. The wrapper initiates a scrub of all cache
arrays protected by COW. If only correctable errors are found
then the errors should be corrected and the corrupted state
should be discarded. We discuss in Section IV how failure-
atomicity can be used to remove corrupted state. A complete
discussion on how the wrapper and the exception handling will
interact to assess the system health is an important subject but
beyond the scope of this work.

In the case the scrubbing detects an uncorrectable error
the corrupted state is discarded and what is propagated to the
system is the original exception plus information that indicates
the array(s) that contain uncorrectable error(s). If scrubbing
does not detect an error then the exception is propagated to
the system unmodified.

The proposed wrapper function is similar to a middle layer
proposed for intercepting exceptions when using a symptom
based fault detection in [9].

IV. COW AND FAILURE ATOMICITY (FAT-COW)

The main limitation of the COW is that it can not recover
from corrupted state. In this section we explain how COW
combined with failure-atomicity can overcome this problem.

A. Failure Atomicity (FAT)

Several existing and proposed hardware and software
platforms provide support for failure-atomicity (FAT). FAT
describes the property of having a sequence of operations
to either all or none complete. When there is no completion
the state of the system remains unaffected. This sequence is
usually referred to as atomic.

Examples of such proposals are recovery-blocks and their
variations [13], transactional-memory [7], map-reduce pro-
gramming model [2], thread level speculation [16], and cloud
programming models [1].



Failure in the context of FAT covers a range of unexpected
events that can cause the sequence to abort, such as hardware
failures, mispeculation, concurrency violation etc. When a
failure occurs any changes/corruption by the sequence are
discarded and execution resumes from the beginning of the
sequence. In a FAT system it is possible for a failure to
be detected with delay just before the sequence completes.
Implementing FAT requires either or both hardware and soft-
ware support. Depending on the implementation of FAT, the
expected granularity of the sequences, and the type of failures
detected, the overall overhead for FAT recovery can vary from
few cycles to many cycles.

A basic FAT approach is to restart a program or task from
the beginning when a failure occurs. But this may be undesir-
able for long running jobs or jobs that use many resources. A
very well known and widely used technique for fault-tolerance
that also provides FAT is checkpoint-rollback [5]. Checkpoint-
rollback discards corrupted state and can recover previous
fault-free state. This, typically, comes at a higher overhead
as compared to schemes that only provide FAT.

Overall, there exist several proposals that leverage FAT for
fault-tolerance but, as far as we know, none was aimed to trade-
off between memory arrays energy and fault-coverage. What
we propose next is to leverage FAT to discard corruption when
using COW.

B. FAT-COW

COW can be combined with FAT (FAT-COW) to discard
corrupted state when COW detects a fault. When we are
executing an atomic sequence and COW is used for memory
protection an error can be detected: (i) during the execution
of the sequence before writes, (ii) at the end of the sequence
before it completes when a scrub is performed, and (iii) during
a scrub that is initiated to response to the wrapper intercepting
an exception. In all these cases if an error is detected the
corrupted state is discarded using mechanisms provided by
FAT. If the error is correctable then the value is corrected and
execution resumes from the start of the sequence.

A disadvantage of FAT-COW, as compared to COR, is that
it requires longer time to restart execution in the case of a
correctable error. In contrast, COR can detect and correct error
inline with minimal performance overhead. This performance
overhead of FAT-COW may be acceptable if failures happen
rarely. We analyze later the implications of mean-time to FAT-
COW recovery.

The third column of Table II summarizes the different error
types when using FAT-COW protection scheme as compared
to COR and COW. The errors are identical COW except that
DCE errors are divided into two new categories: fast-DCE
(fDCE) and slow-DCE (sDCE). fDCE occurs when COW
detects a correctable error in the parity bits. Such error can be
corrected inline with no need to recover from corruption since
the value used is correct. The sDCE occurs when COW detects
a correctable error in the data bits and requires discarding
corrupted state. We present a reliability analysis of various
FAT-COW errors, including fDCE and sDCE, in Section VII.

Fig. 1 illustrates the FAT-COW operation by showing that
after COW detected and corrected the fault in entry 1 the FAT
is used to remove the corruption effects in entry 0 and recover
it to its previous content.

For read ease henceforth when we use the term COW we
actually refer to FAT-COW.

V. COMBINED COR-COW SCHEME

A typical computing system operates in two modes: user
and kernel. Applications run in user mode and operating
system code and services in kernel mode. Failures in user
mode can be recovered in the worst case by aborting a job
whereas a failure in kernel mode can lead to system crash.
An undetected fault in kernel mode can be exposed to the
user or communicate erroneous information to other system
entities that can be catastrophic. As argued in [9] kernel
recovery is more difficult and, therefore, to minimize system
crashes/corruption we propose to use COW only during user
mode.

This means that we need to switch between COR and
COW depending on the execution mode. The complexity to
provide both protections is minimal. An array with dual mode
protection uses the same paths to generate and check codes as
an array that checks for errors on reads. What is additionally
needed, is to selectively clock gate on a read the discharging of
code bitlines and of the ECC unit. Clock gating is widely used
in processors and we assume that applying as outlined above
should be straightforward. Also when in COW mode the array
controller needs to introduce reads that check values before
their overwritten. We do not discuss these implementation
issues further.

Another implication of the dual mode operation is that
whenever we enter kernel mode and the user mode is using
COW, scrubbing is needed to ensure the integrity of the archi-
tectural arrays. This overhead is accounted in our evaluation.

A. Adaptive Protection Scheme during User Mode

The benefit from COW depends on the program behavior,
specifically the number of reads vs writes and scrubbing
overhead. We propose to select between the two protection
modes at the granularity of atomic sequences based on their
expected energy savings. The adaptive scheme considers at
the end of each atomic sequence, depending on the number
of different types of accesses, if the COW based scheme has
advantage over COR and selects accordingly the protection
mode to use for the next sequence.

In the experimental evaluation we will compare the benefits
of an adaptive realistic-COW-COR scheme that considers the
access during the most recent sequence to decide the next mode
vs the baseline scheme that always does COR. We will also
evaluate the potential of an adaptive oracle-COW-COR scheme
that knows the number of read and write access for the next
sequence. The adaptive schemes take a decision for which
mode to use according to the number of reads and writes, and
the energy to read, write, ecc-check and perform scrubbing as
follows:

#Reads×Echeck > #Writes× (Eread +Echeck) +Escrub

VI. EXPERIMENTAL FRAMEWORK

We extend the validated, cycle accurate, simulator sim-
alpha [3] to perform measurements using a high performance
out-of-order superscalar processor. The key parameters of the
processor configuration are: 32KB, 8-way, LRU, 64 per block,
1 cycle access L1 instruction cache, 32KB, 8-way, LRU, 64



per block, write-back, 3 cycle access L1 data cache, and
an L2 unified cache 2MB, 16-way, LRU, 64B per block,
12-cycle hit latency, 255 cycles miss latency. A SimPoint-
like tool [15] is used to select the regions to simulate from
all SPEC2000 benchmarks. Each benchmark is run for 100
million instructions after fast forwarding to the representative
regions. All benchmarks are used with their reference input
sets.

To compute the MTTF rates for various types of errors
(Table II), the intrinsic FIT/bit rates and per-bit AVF numbers
are required. Our equations, analysis and inputs are based on
the new approximate analytic model introduced in [17] for
temporal multi-bit analysis. We use the bit-flip probability of
10−25, which is projected by ITRS [18]. In our experiments
we consider the average time between two consecutive reads or
writes (Tavg) depending on the protection mechanism. These
inputs are taken from the sim-alpha simulator for various
benchmarks. The percentage of dirty words in caches and the
expected cache AVF are also derived from simulation. We do
not present the derived equations and model details due to
space limitation.

We evaluate the adaptive scheme COR-COW schemes
assuming atomic sequences that correspond to sequence of user
mode instructions between consecutive system calls, denoted
as syscall-sequences, as well as with sequences of length
10M, 1M and 100K instructions to investigate the trends with
changing length.

We evaluate the potential for COW to reduce the energy
consumed by the tag and data arrays of the L1 data, L1
instruction and the serially accessed L2. For these experiments
we report the performance degradation caused by COW due
to RBW and scrubbing operation. The energy results for
the analysis are obtained using a CMOS 32nm Low Power
cache model based on Artisan Memory Compiler. The code
generation and checking logic that uses a Hsiao SECDED
code [8] is implemented in Verilog, and the energy numbers
for the logic are calculated using Synopsis PrimePower power
modeling tool for the 32nm CMOS Low power (LP) library.

VII. RESULTS

A. Energy Consumption

The first four pair of bars in Fig. 3 present the total
normalized average dynamic energy savings for all the caches
together provided by the realistic and oracle adaptive COR-
COW schemes over COR for various interval lengths. The
minimum and a maximum across all the benchmarks is shown
in this graph as well as the actual average value in the center
of each bar.

The results for the realistic adaptive scheme show that the
average energy can be reduced by 12.3% per syscall sequences,
by 12.2% for 10M, by 12.1% for 1M, and by 11.2% for
100K. The results also reveal that the benefits of the realistic
adaptive scheme are close to the optimal. This suggests that
the read/write ratio of an array remains relatively the same
across program phases. The decrease with shorter interval is
due to the increase overhead due to more frequent scrubbing.

A per benchmark analysis of the results per syscall se-
quence shows that the realistic adaptive schemes can provide
substantial energy savings in all arrays except the L2 data
array (actual data not shown due to space limitations). The

adaptive scheme reduces the average dynamic energy of 32KB
L1 instruction cache by 18.6% in the tag array and by 17.6%
in the data array, of a 32KB L1 data cache 17.3% in the tag
and 3.2% in the data array, and of a 2MB L2 cache only
the tag array by 14.9%. The reason that L2 data does not
have any benefits is that its ratio of reads to writes is low.
We also observe in few cases the realistic scheme for the
data array of the L1 data cache to perform slightly worse
than the oracle. This is due to large changes in the read/write
ratio across consecutive sequences. One other per benchmark
observation is that the benefits for L1 instruction data cache
remain the same for all the benchmarks due to the fact that
the L1 instruction cache accesses are mostly reads.

B. Performance analysis

The last four pairs of bars in Fig. 3 show the relative
average performance of the adaptive COR-COW schemes over
the COR approach for different interval lengths. The results
clearly show that the performance degradation is only notable
for interval length of 100K, up to 2%, but for larger intervals
and for the syscall sequences the performance overhead of
scrub and RBW is negligible, never more than 0.6%.

C. Reliability

We present a transient error reliability analysis for DL1
data cache. The trends for the other caches are similar, so due
to space limitations we do not present them. These results
are with 10−25 bit-flip probability per cycle, however, the
observations remain the same for larger bit-flip probabilities.

Figure 4 shows the MTTF for both COW and COR for the
fDCE, sDCE, SDC and DUE. The categories NDE and DME,
in Table II, are grouped in the category referred to as SDC
because both can potentially result in Silent Data Corruption.

We observe that COR fDCE has smaller MTTF (more
frequent) than COW sDCE. The reason is that COR fDCE
corresponds to single errors that occur in the whole code-
word (word and ECC bits), in contrast with COW sDCE that
represents the MTTF for errors that occur only in the data.
COW fDCE MTTF measures the failures due to errors in
the ECC bits only. The combined sDCE and fDCE MTTF
for COW (not shown) is still slightly larger (more rare) than
the COR fDCE. This occurs because some errors that are
correctable by COR turn, mainly, into DUEs for COW.

Fig. 4 shows that COR DUE is larger than COW DUE by
1 order of magnitude. This supports the reasoning for what
causes longer combined DCE for COW.

SDC MTTFs are also shown. Notice that the MTTF for
the COW approach is 20 orders of magnitude lower. This
reduction is mainly due to two bit flips to the same bit in
the same word. Nonetheless, the value is still extremely large
1024 years. Qualitatively, what we are proposing is to save
energy by converting some DUEs to SDC errors.

Finally, we present an availability analysis for sDCE er-
rors for the different caches. We use the MTTF obtained
for syscall sequences and observe the trends with changing
the mean-time-to repair (MTTR). Availability is given by
MTTF/(MTTF+MTTR). The results indicate that the system
is available more than 99.9% when MTTR is smaller than
0.01 years. For larger MTTR, the L2 arrays are more sensitive
to failures. This indicates that if the MTTFs are in the order of
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what is shown in Fig. 4 the impact of COR-COW to availability
is negligible.

VIII. CONCLUSIONS

This paper proposes Check-on-Write (COW) a new pro-
tection mechanism for cache arrays. COW checks errors on
every write access rather than read access as done in the con-
ventional protection schemes (Check-on-Read (COR)). COW
can be combined with failure-atomicity to avoid corruptions.
An adaptive version of the COW scheme is also proposed
where switching between the COW and COR modes is decided
dynamically depending on the processor execution mode or en-
ergy savings with a scrubbing support needed when switching
from COR-COW to COR.

An experimental analysis is performed to compare the
energy, performance and reliability results of the adaptive
COR-COW scheme to the baseline COR scheme when applied
to cache arrays inside a processor. Our results show that cache
dynamic energy consumption can be reduced considerably
ranging from 3% to 19%. The performance overhead due
to scrubbing and recovery is very minimal (i.e. less than
0.5%). The fault coverage of the adaptive COW scheme is
less robust as compared to COR. However, this comes with
considerable savings in dynamic energy, which is a first-class
design parameter in embedded and mobile computing systems.
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